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What we will be talking about today… 



What we will be talking about today… and why 

● Both works use ML techniques (CNNs, LeCun et al. 1999)

● Direct application to galaxy clusters

● I love citizen science ;)



Introduction to machine learning

A computer program is said to learn 
from experience E with respect to
some class of tasks T and performance 
measure P , if its performance on
T , as measured by P , improves with 
experience E.

Definition of ML (T. Mitchell in 1998)



Introduction to machine learning

Different algorithms: supervised learning, unsupervised learning, reinforcement learning…



Selection of the model
Neural network



Model performance
Define metrics and statistical estimators for model performance (in classification 
problems: cost function, precision, accuracy, recall, ROC, AUC)

Mean squared error (MSE):

Need of the optimization 
algorithm!



Train, validation 
and test set



Train, validation 
and test set

In many cases, part of the 
dataset is used for 
validation (fine tuning of 
the hyperparameters).



Convolutional Neural Networks:

https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neu
ral-networks-the-eli5-way-3bd2b1164a53

https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53
https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53


Multiwavelength classification of X-ray selected galaxy 
cluster candidates using CNNs (Kosiba et al. 2020)

Evaluate the ability of supervised 
learning with CNNs in classifying 
cluster and non cluster candidates.

Starting point:                                                                                                                                     

How?

They compare the results obtained with 
CNNs with classifications made by experts 
and the Hunt for Galaxy Clusters project.

Aim of the work:  



The Hunt for Galaxy Clusters project (link)

https://www.zooniverse.org/projects/matej-dot-kosiba/the-hunt-for-galaxy-clusters
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The Hunt for Galaxy Clusters project (link)

https://www.zooniverse.org/projects/matej-dot-kosiba/the-hunt-for-galaxy-clusters


The Hunt for Galaxy Clusters project (link)

Each volunteer is provided with four 7’ x 7’ images: two X-ray and two optical images. 
The project uses six questions to help determine the class of a galaxy cluster candidate.

https://www.zooniverse.org/projects/matej-dot-kosiba/the-hunt-for-galaxy-clusters


The Hunt for Galaxy Clusters project (link)

Each volunteer is provided with four 7’ x 7’ images: two X-ray and two optical images. 
The project uses six questions to help determine the class of a galaxy cluster candidate.

Each object is classified by more than 30 volunteers. 
Each classification is weighted according to the 
agreement of the majority:

https://www.zooniverse.org/projects/matej-dot-kosiba/the-hunt-for-galaxy-clusters


Classification by experts

Each galaxy cluster candidate is classified by 
two experts and three moderators make 
the final classification on conflicting 
decisions.

The experts classify objects as: low-redshift 
cluster (0 < z < 0.3), high-redshift cluster (z 
> 0.3), nearby galaxy, point source and 
some additional subclasses.



Machine learning approach

They use Convolutional Neural Network, with binary 
(cluster and non-cluster) classification + additional 
subcategories.

(link)

https://peltarion.com/knowledge-center/documentation/modeling-view/build-an-ai-model/loss-functions/categorical-crossentropy


Machine learning approach

They use Convolutional Neural Network, with binary 
(cluster and non-cluster) classification + additional 
subcategories.

For each candidate cluster, a pair of X-ray and optical 
PNG images were merged into a single PNG image. 

They also use data augmentation to reduce the 
probability of overfitting.

(link)

https://peltarion.com/knowledge-center/documentation/modeling-view/build-an-ai-model/loss-functions/categorical-crossentropy


Performance measurements

ROC curve (link)

This is not FPR…

https://towardsdatascience.com/understanding-auc-roc-curve-68b2303cc9c5


Performance measurements

What are the thresholds 
for this problem?

ROC curve (link)

https://towardsdatascience.com/understanding-auc-roc-curve-68b2303cc9c5


The sample

Zooniverse sample: 1600 candidates
Expert sample: 1707 candidates
Crossmatch sample: 404 candidates

Test sample:

- 85 spectroscopically 
confirmed galaxy clusters

- 85 objects classified as 
non-clusters by experts



Results - The Hunt for Galaxy Clusters
Assuming that the expert classifications are the ground truth.

The Zooniverse volunteers performed better on 
the subsample of 170 objects.



Results - The Hunt for Galaxy Clusters
Assuming that the expert classifications are the ground truth.

The Zooniverse volunteers performed better on 
the subsample of 170 objects.

In general, the Zooniverse volunteers 
preferentially classified objects as non-clusters.



Results - The Hunt for Galaxy Clusters

The galaxy clusters found by Zooniverse volunteers 
populate all of the space, not showing bias.
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The galaxy clusters found by Zooniverse volunteers 
populate all of the space, not showing bias.



Results - The Hunt for Galaxy Clusters

What about a ML approach also for the  
Zooniverse project?

The galaxy clusters found by Zooniverse volunteers 
populate all of the space, not showing bias.



Results - Machine learning approach

Input images are classified as 
galaxy clusters if the output 
probability is higher than 0.5.

The best results are obtained with networks 
trained on the expert classified data set.

Training using the labels obtained in the 
Zooniverse project resulted in lower performance.



Results - Machine learning approach

True positives

False positives

False negatives



Results - Machine learning approach

True positives

False positives

False negatives

Do count-rate images 
(without CCD gaps) help 
reducing false positives?



Results - Machine learning approach

The ROC curves and performance 
measurements were calculated as 
one versus all problems.

Average results:

● MN: (91±2)% AUC; (86±6)% acc.

● CN: (88±2)% AUC; (85±4)% acc.

Multiclass classification.



Results - Machine learning approach

The ROC curves and performance 
measurements were calculated as 
one versus all problems.

Why is the AUC for the Nearby 
galaxy class the lowest?

Multiclass classification.



Results - Machine learning approach
10-fold cross-validation (link)

Example of K-fold with k = 4

The original data set is randomly partitioned 
into k equal sized subsample. A single 
subsample is used as validation, the 
remaining k-1 subsamples as training data.

Compute the average 
over the k results.

https://machinelearningmastery.com/k-fold-cross-validation/


Summary



Summary

The Hunt for Galaxy Cluster Project:

● Zooniverse volunteers classified 1600 cluster candidates, obtaining a 62% 
agreement with experts.

● The sample selected by Zooniverse volunteers is pure.



Summary

The Hunt for Galaxy Cluster Project:

● Zooniverse volunteers classified 1600 cluster candidates, obtaining a 62% 
agreement with experts.

● The sample selected by Zooniverse volunteers is pure.

Machine learning approach:

● The custom network obtained an average accuracy of 90% (in agreement with 
10-fold cross-validation).

● The custom network gives good results also for multiclass classification.



A deep learning view of the census of galaxy clusters in 
IllustrisTNG (Su et al. 2020)

This work presents a “novel method (ML approach) of using X-ray images 
to identify cool core (CC), weak cool core (WCC) and non cool core (NCC) 
galaxy clusters”.



The radiative cooling time is defined as:

Classifications obtained through the cooling 
time are the true labels for CNN training.

t > 7.7 Gyr

t < 1 Gyr

The sample

Barnes et al. 2018

Average t(cool) are calculated from a 3D 
sphere within 0.012 R500 (Barnes et al. 2018)



The sample

CC

WCC

NCC

Final mock 
images have a 
dimension of 
256 x 256 pixel

The spatial 
resolution is 
degraded to 
3.9’’/pixel (8 
times worse than 
Chandra ACIS 
resolution)
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CNN architecture and training

The ResNet-18 network expects a 3-channel input image: each image is replicated 
three times to form a 256 x 256 x 3 image.

They apply a 10-fold cross-validation (8/10 training, 1/10 validation, 1/10 test).

They use data augmentation.



Model performance

As indicators for model performance, they 
use: precision, recall, BAcc, F1-score

Confusion matrix

Ideally, the confusion matrix is diagonal



Other conventional methods for cluster classification

Density                                                                           Concentration



Other conventional methods for cluster classification

Density                                                                           Concentration

A rapidly cooling core implies a high central gas 
density.

The central electron number density is calculated 
within 0.012 R500 (Barnes et al. 2018):

● CC: ne > 0.015 cm-3
● WCC: 0.005 < ne (cm-3) < 0.015
● NCC: ne < 0.005 cm-3

Following: Barnes et al. 2018; Hudson et al. 2010



Other conventional methods for cluster classification

Density                                                                           Concentration

A rapidly cooling core implies a high central gas 
density.

The central electron number density is calculated 
within 0.012 R500 (Barnes et al. 2018):

● CC: ne > 0.015 cm-3
● WCC: 0.005 < ne (cm-3) < 0.015
● NCC: ne < 0.005 cm-3

The elevated ICM metallicity and density at the 
center of CCs produce a central peak in X-ray 
surface brightness.

Concentration parameter (Santos et al. 2008):

● CC: C > 0.155
● WCC: 0.075 < C < 0.155
● NCC: C < 0.075

Following: Barnes et al. 2018; Hudson et al. 2010

Following: Barnes et al. 2018; Andrade-Santos et al. 2018



Results The Deep learning approach leads 
to the highest F1-score!



Results The Deep learning approach leads 
to the highest F1-score!

On concentration-based classification…



Class activation mapping

For each input image, the authors generated a Class Activation Map (CAM) to 
localize features that are most useful for the network.

Regions that are brighter are more informative for the network.
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localize features that are most useful for the network.

Regions that are brighter are more informative for the network.

The network uses regions 
within r ≈ 300 kpc and r ≈ 
500 kpc to identify CC 
and NCC clusters, 
respectively.



Class activation mapping

The network uses regions 
within r ≈ 300 kpc and r ≈ 
500 kpc to identify CC 
and NCC clusters, 
respectively.

Should the integral of these 
curves have the same value?



Summary

● This paper shows a novel method for classifying CC, WCC and NCC clusters, 
from their X-ray images.

● ResNet-18 achieves an average precision, recall, F1-score, and BAcc of 0.78, 
0.82, 0.79, and 0.85, respectively, well above a random prediction of 0.33.

● The deep learning algorithm outperforms the estimates given by the central 
gas densities and surface brightness concentration parameters.

● The network may have utilized 2D features in X-ray images that are related to 
the cooling and heating mechanisms in the ICM: features at larger radii are 
more important for identifying NCC clusters than CC clusters.


